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Prosodic prominence is a multimodal phenomenon involving both acoustic and kinematic 
dimensions. In order to study the multimodal nature of prominence, we need to collect 
prominence ratings based on audio-visual speech material from large groups of speakers. 
This is feasible by means of a web-based crowdsourcing set-up, allowing volunteers to 
participate using a private computer or mobile phone. However, this freedom also implies a 
certain reduction of experimental control due to variation in hardware used by the raters. 

In this pilot study we explore potential effects of two hardware features – screen size and 
audio device (headphones vs. loudspeakers) – on multimodal prominence ratings. To this end, 
16 brief clips from Swedish television news (218 words in total) were rated by 31 native 
Swedish volunteers using a web-based set-up. In our GUI, orthographic representations of 
the text were displayed below the video player. Each word was to be rated as either non-
prominent, moderately prominent, or strongly prominent, by means of clicking on the word in 
question until the desired prominence level was encoded through a specific color (yellow: 
moderate; red: strong). Participants were free to use a mobile phone, a tablet, or a computer, 
and headphones or loudspeakers, and we collected information about their hardware using a 
questionnaire. In addition, we automatically logged the screen size of the participant’s 
computer/phone.  

We applied two different approaches to analyze the participant’s rating behavior as a function 
of the hardware features under discussion. First, we calculated a selection of five variables 
from the raw prominence ratings: (i) the sum of all ratings (over all 218 words), (ii) the 
percentage of words rated as (moderately or strongly) prominent, (iii) among prominent words, 
the proportion of words rated as strongly prominent, and (iv-v) the relative prominence rating 
of two selected words. Effects of screen size and audio device on these variables were 
analyzed using linear regression models. Second, we calculated inter-rater reliability for 
multiple raters using Fleiss’ kappa, both for all raters as a reference and for subgroups 
concerning audio device and screen size. 

The results reveal a significant model fit for variable (iii) defined above (proportion of strong 
ratings; F(5;21) = 5.332;  p=.0022**), suggesting a significantly higher proportion of strong 
prominent ratings obtained with loudspeakers (34.0% of words rated as prominent on 
average) compared to with headphones (18.3%; t=2.944;  p=.0073**), as well as with medium 
size screens (34.2%) compared to with small screens (24.4%; t=2.433; p=.0232*); however, 
the proportion of strong prominent ratings tended to be lowest with large screens (14.2% on 
average). Effects of screen size were also reflected in inter-rater reliability, revealing the 

highest  for users with medium-sized screens (=.566, when ratings are recoded to a binary 

decision) compared to large (=.485) and small screens (mobile phones, =.437). However, 
inter-rater reliability was less affected by the listening condition (headphones vs. 
loudspeakers). 
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To conclude, the choice of hardware might have effects on multimodal prominence ratings, 
which has to be considered in crowdsourcing approaches. More detailed results will be 
presented at the conference. 
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Evidence from gestures and signs 
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Recent studies have demonstrated the interlocutor utilizes and coordinates symbolic, iconic, 
and indexical resources in meaning communication, through descriptions, depictions, and 
indications, respectively (e.g. Ferrara & Hodge, 2018). In particular, Clark (2016) identifies 
depicting as a basic method of communication where the interlocutor expresses meaning by 
creating a physical analog of the depicted scene. In this talk, we explore the notion of 
depicting, drawing on evidence from Flemish Sign Language (VGT) narratives and gestures 
in face-to-face interaction in American English, offering corpus-based insights into the 
comparability thereof. 

  

Within the domain of sign linguistics, researchers have argued that signers draw on fully-
lexical signs, i.e. signs that are conventionalized in form and meaning and entrenched within 
a community (e.g. Johnston & Schembri, 2010) when describing, i.e. telling meaning, and on 
more iconic structures, i.e. depicting signs and enactment, when depicting, i.e. showing 
meaning (e.g. Brennan, 1990 for BSL; Johnston, 1996 and Johnston & Schembri, 2007 for 
Auslan; Vermeerbergen, 1996 for VGT). In the current study we aim to broaden the notion of 
depicting within our field and explore the different semiotic resources that signers can draw 
on when showing meaning. Based on an analysis of 10 VGT narratives from the Corpus VGT 
(Van Herreweghe et al., 2015), we show that signers do not only use depicting signs and 
enactment, but also modify fully-lexical signs, pointing signs, and/or indicating verbs in order 
to depict the movement and/or location of a referent. Moreover, we found that signers tend to 
combine these different types of semiotic signs in the creation of complex composite 
depictions. 

 

As for gestures, parallel phenomena emerge from our corpus of American TV talk shows, 
where focus is laid on non-verbal depictions embedded in speech; that is, cases where 
gestures communicate meaning without temporally co-occurring speech, a much-overlooked 
field in gesture studies (but see Keevallik, 2010; Ladewig, forthc.). Incorporation of 
descriptions and indications is evident in tokens of such depictions. In addition, series of 
consecutive depictions are observed building up complex composite depictions, which consist 
of a base — which serves as the common thread throughout the series — and, staged on top 
of the base, several elaboration-depictions — which either contribute to the composite 
meaning of the series individually, or build and elaborate on prior elaborations in the same 
series. These composite depictions, though not novel to the sign linguist, align with recent 
findings in spoken language linguistics demonstrating gestures’ recurrent patterns and 
potential to form complex constructions (e.g. Bressem, 2014; Müller, 2017; Ruth-Hirrel & 

            Complex composite depictions and their semiotic diversity:
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Wilcox, 2018), further showing that even gestures created and assembled ad hoc can be 
combined to create larger structures with complex meanings. 

 

In addition to comparing empirical data and identifying parallel findings from the perspectives 
of sign linguistics and gesture studies, the present study more importantly singles out 
phenomena that are familiar in one field but alien in the other, calling attention to neglected 
phenomena in both fields.  
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Virtual Reality (VR) technologies using head-mounted displays are increasingly under 
evaluation for integration into teaching basic and complex skills and procedures over 
traditional methods in many different fields and industries. However, the impact of such 
immersive experiences on complex human cognitive processes that are important to learning 
must be investigated to understand if trainees can adapt their perceptions and movements to 
the changes virtual technologies and simulations bring without sacrificing performance. This 
study outlines and evaluates a methodological approach to discern differences in perceptual 
and short-term memory performances in virtual environments against a non-virtual 
environment, by adapting Samuel C. Kohs’ original Block Design Task (1920), and related 
experiments by Fenouillet and Rozencwajg (2015) and also Rozencwajg and Corroyer (2002). 
An experiment involving 24 participants was conducted in which two groups were exposed to 
a block design task but in either a virtual environment or non-virtual environment. Aspects 
examined in the experiment were visuospatial abilities and free recall. The results indicated 
that there was no difference between visuospatial and free recall performances of subjects 
when tested in either the virtual environment or the non-virtual environment. However, testing 
time in the virtual environment took significantly more time. These results suggest that VR 
technology may be complementary, or suitable replacements, for unimodal and conventional 
teaching methods. 

 

References: 
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Research on the topic of conversational dominance has revealed that dominance correlates 
with a battery of behavioural features. Concerning verbal behaviour, dominant speakers 
typically talk more, longer, louder, introduce new content words, ask questions, elicit turns, 
switch conversational topics, interrupt or ignore their partner, start talking during silences, etc. 
(Dunbar & Abra 2010, Guerrero 2005, Nakano & Fukuhura 2012). At the non-verbal level, 
dominance is associated with smiling, having more relaxed or more masculine facial 
expressions, leaning towards or touching the partner, looking at the partner while speaking, 
not breaking mutual gaze etc. (Dovidio 1985, Knapp & Hall 2010, Watkins, Jones & DeBruine 
2010). Overarching the verbal and non-verbal level also phenomena such as interactional 
alignment, i.e. copying behaviour, seem to play a role: dominant speakers align less to their 
non-dominant conversational partners than the other way around (Worgan & Moore 2011).  

With the current study we aim to add to the existing literature by :  

considering several multimodal features at the same time (allowing to weigh their relative 
explanatory power) 

considering hand gestures and gaze behaviour as possible multimodal features  

studying dominance in conversational settings without prefixed roles (i.e. without existing 
power relations as in teacher-student, doctor-patient or judge-lawyer interactions) 

Using data from the Insight Interaction corpus (Brône & Oben 2015), we presented 2-minute 
video clips from a brainstorm session between two speakers to naïve raters. Those raters 
viewed the clips online and were asked to intuitively indicate how dominant each of the 
conversational partners in the clips were. Every clip was rated by at least 15 raters and the 
dominance score per speaker was calculated as the average of all rating values for that 
speaker. Subsequently, we annotated a number of multimodal features for each video clip. 
Those features include number of words, amount of copying behaviour, number of hand 
gestures, types of hand gesture, gesture size, gaze behaviour as speaker and gaze behaviour 
as listener.  

What we found, is that most of the multimodal features correlate with conversational 
dominance as expected, but that the amount of speech (measured as number of words) was 
such a good predictor for dominance that the effects from the other factors did not significantly 
contribute in explaining dominance in our regression models. That result highlights the 
relevance of considering multiple factors at the same time and appears to suggest that, at 
least for conversational settings without predetermined conversational or institutional roles, 
the amount of speaking time offers the most efficient resources for speakers that want to 
assert their dominance.  
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From the early days of research on signed languages, linguists have been challenged with the 
observation that signers use their whole bodies to communicate during signed language 
interaction. It is common for signers to combine hand movements with facial expressions, eye 
gaze direction, and other bodily movements to talk about the world (much like speakers). Early 
work attempted to fit these actions into structuralist paradigms focused on describing the 
paradigmatic and componential structure of propositional meanings (e.g., Klima & Bellugi, 
1979). However, a more recent turn has seen researchers embracing the ‘multimodal’ view 
pioneered by Johnston and Schembri (1999), Liddell (2003), and Taub (2001), among others, 
in order to explore how such complexity manifests and what this means for our understandings 
of how signed languages work (and by extension, face-to-face interaction more generally). 
This turn has been coupled with work and advancements in other related fields such as 
linguistics, gesture and multimodality studies, semiotics, cognitive science, and anthropology. 

In this talk, I will review research at the intersections of this new cross-disciplinary thinking, 
which demonstrates potential new directions for linguistic theory. By using various signed 
languages as evidence, I will first illustrate how the multimodal actions recruited by signers 
are coordinated across specific spatiotemporal contexts and combined into ‘composite 
utterances’ (Enfield, 2009; see e.g., Hodge & Johnston, 2014; Johnston, 2018; Ferrara, 2019). 
Some of these actions are highly conventionalized, while others are less conventionalized and 
more context-dependent. Importantly, they also vary in their semiotic mode, that is, they 
instantiate different types of semiotic signs that describe, depict, and index referential and 
contextual meanings (Peirce, 1955; see also Clark, 1996; Enfield, 2009; Ferrara & Hodge, 
2018). And as integrated parts of composite utterances, these different semiotic signs are 
used to communicate and do various interactional, ‘linguistic’ work (e.g., Ferrara & Johnston, 
2014; Hodge, Ferrara, & Anible, 2019; Puupponen, 2019). 

What these studies show is that signers routinely index and depict meanings and that these 
actions interact with each other to shape symbolic structure. The semiotic diversity of face-to-
face multimodal interaction is thus essential to understanding how (signed) languages work 
(Kendon, 2014). In this way then, linguistic theory cannot only focus on the symbolic and fully 
conventional aspects of language use but must also consider the contextual rootedness and 
emergent meaningfulness of indexicality and depiction (e.g., Silverstein, 1976; Dingemanse, 
2015; Ferrara & Halvorsen, 2017; Ferrara & Hodge, 2018). Only then can we begin to unite 
the communicative practices resulting from diverse ways of being (e.g., deaf, hearing) into a 
global theoretical framework that facilitates continuity with other lines of scientific enquiry 
(Ferrara & Hodge, 2018).  
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This paper describes on-going work in the field of multimodal prosody carried out by means 
of simultaneous recordings of speech acoustics, articulation and head movements. People 
naturally move their heads when they speak, and head movements have been found both to 
correlate strongly with the pitch and amplitude of the speaker's voices and to convey linguistic 
information. Here, we report on a study that explores how head movement patterns vary and 
co-occur with lexical pitch accents (and their acoustic correlates F0 and intensity) and vowel 
length. The study uses data from Swedish, where there are both two lexical pitch accents and 
two vowel lengths that differ phonologically.  

We use EMA (Electromagnetic articulography), which allows for high sample rates, accurate 
synchronisation of kinematic and acoustic recordings, as well as three-dimensional movement 
data. Kinematic data is obtained by gluing small sensors on the speakers’ articulators (tongue, 
lips, jaw). Head movement data is obtained by similar sensors on the nose ridge and behind 
the ears, which allows us to capture the angle of the tilt of the head.  

Articulatory data was collected from 18 South Swedish speakers (12 female) using a Carstens 
AG501. Each speaker read leading questions + sentences containing a target word from a 
prompter (presented eight times in random order), an arrangement employed to put a 
contrastive focus onto the last element in the target sentence. This left the target word in a 
low-prominence inducing context, hence controlling for possible effects of sentence intonation. 

For this study we used eight target words where pitch accent and vowel length were cross-
matched so that there were two cases of each combination of word accent category and vowel 
length category. All words shared the similar word-initial C /m/, followed by a vowel that was 
either /a/ or /ɑ:/. The target words were segmented and time-normalized between 0 to 1 and 
the head tilt angle (sagAng) was normalized for each speaker by z-transforming the angles 
per speaker. Spatial movements were analysed using Generalized Additive Models, which we 
used to test if there were effects of segmental position (C versus V in the first syllable), word 
accent (1 or 2) and vowel length (short or long) on sagAng. Models were fit using the maximum 
likelihood (ML) estimation method. 

The Chi-Square test on the ML scores indicates that a model with the word accent distinction 
is significantly better than a model without it (X2(4.00)=632.796, p<2e-16***). Similarly, a 
model with vowel length distinction is significantly better than a model without it 
(X2(4.00)=820.997, p<2e-16***). Finally, a model with segmental position is significantly better 
than a model without it (X2(8.00)= 173.316, p<2e-16***). 

The results indicate that head nod patterns that occur in synchronisation with the stressed 
syllable of spoken words differ with respect to word accent, vowel length and segmental 
position. This could possibly point to an effect of F0 and intensity on the head nod movements. 
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Keywords: deaf, multimodal, semiotic, sign language, corpora 

 

Signers and speakers coordinate a broad range of communicative actions during their face-
to-face interactions, not all of which are arbitrary, conventionalised symbols (see e.g. 
Parmentier, 1994). Signed and spoken language use can therefore be understood as 
‘actioned’ via three different methods of signalling: describing, indicating, and depicting (Clark, 
1996; Ferrara & Hodge, 2018). Each method can be used alone or in various combinations 
during the creation of multimodal ‘composite utterances’ (Enfield, 2009). These utterances 
can be analysed as interactionally-driven clauses (Thompson & Couper-Kuhlen, 2005) 
containing a ‘mixed syntax’ of semiotic elements with varying degrees of conventionality 
(Slama-Cazacu, 1973). However, most analyses of signed languages to date have focused 
on intuitions from small numbers of signers, monologic retellings and/or spontaneous 
narratives. Unlike spoken languages (e.g. Hakulinen & Selting, 2005), little is known about the 
grammar of signed language conversations.  

Here we consider how deaf signers draw upon these methods of signalling to co-create 
composite utterances during dyadic conversations. We use data from twenty pairs of deaf 
signers from four regions documented in the BSL Corpus (Schembri et al., 2014). Preliminary 
results based on 2,550 composite utterances from ten pairs of signers in two regions illustrates 
four types: (1) single, stand-alone propositional clauses; (2) multi-propositional utterances 
where one clause is hypotactically linked to an adjacent clause; (3) shared utterances, where 
the content is shared by two signers; and (4) pragmatically-oriented backchanneling moves. 
Analysis of each type reveals syntagmatic and paradigmatic regularities for describing, 
indicating and depicting, many of which may be explained by the moment-by-moment 
unfolding of discourse (Enfield, 2009). For example, two signers from Manchester co-construct 
a shared memory by using all three strategies to elaborate different physical qualities of the 
same referent. This research contributes to our understanding of the semiotic diversity of face-
to-face interactions and aligns with research on the embodied nature of grammar (e.g. 
Keevallik, 2018). 
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In health communication, the patient’s gestures reflect her/his feelings and thoughts. As an 
example, pictorial gestures reveal mental concepts of symptoms, significant relationships, 
developments, etc. Specifically in psychotherapy, the patient’s gestural expression provides 
information that the patient is often not aware of and that might indicate unconscious conflicts. 
Accordingly, in these settings gesture-speech mismatches occur frequently. In order to 
effectively use the gestural information for diagnostics and therapy, it is necessary to explicitly 
recognize the gestural information.  

The data corpus comprises complete psychodynamic psychotherapies (25 sessions each 
therapy) of out-patients with social phobia (n = 24) and eating disorders (n = 3). The first and 
the pre-last psychotherapy sessions were submitted to gesture analysis. In addition, if there 
was a substantial formal and conceptual change in a specific gestural expression, it was 
followed up in the course of the complete psychotherapy e. g., at the beginning of 
psychotherapy a patient with eating disorders displayed self-deictics pointing to the belly, at 
the end of the psychotherapy pointing to the sternum. In psychotherapy data, the frequently 
occurring gesture-speech mismatches constitute a specific challenge for multimodal analysis. 
As in general the analysis of gestures is biased by the verbal context rather than vice versa, 
in the present study, the psychotherapy patients’ gestures were first coded independently from 
speech and only in a second step the relation to the verbal context was analysed. The 
NEUROGES system (Function category) was chosen for the analysis of the gestures as it 
enables an objective and reliable gesture analysis based on movement criteria, i. e., primarily 
independent of speech. The analysis was conducted by two independent NEUROGES-
certified raters. The interrater agreement, as measured with EasyDiag, was substantial.  

Gesture-speech mismatches were present and indicative of unconscious conflicts, a. o. 
discrepancies between the patient’s self-perception and his/her perception by others. Body-
deictics were used to localize psychosomatic problems attributed to certain parts of the body, 
and modifications in self-deictics indicated changes in the patient’s self-concept. External 
target deictics were used to localize significant others in the gesture space, reflecting their 
psychological position, e. g. proximity, relative to the patient. Psychological developments in 
these relationships were accompanied by changes of the significant other’s position in the 
gesture space. Egocentric directions revealed how the patient moved others relative to 
her/himself. Pantomime gestures, in which the gesturer acted as if, were associated with high 
emotional engagement, especially when re-enacting another person’s action, e. g. a gestural 
identification with the aggressor. Form presentation and spatial relation presentation gestures 
revealed how the patient grouped relevant others, e. g. conceptualizing the family as one unit 
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or as consisting of opposing subgroups. Finally, motion quality presentation gestures revealed 
concepts about mental developments.   

To conclude, gestures provide relevant information about the patient’s concepts of their 
symptoms, relationships to significant others, and developments. In the context of 
psychotherapy, the gestural information is of specific value as it provides – as in the case of 
unconscious conflicts – information that the patient does not verbalize.  
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This paper lies at the gesture-sign interface. It aims at discussing the implications of 
approaching the concept of gesture through the contrastive multimodal analysis within and 
across two modalities and languages in French-speaking Belgium, namely, French Belgian 
Sign Language (LSFB) and spoken French (BF), of a shared gesture: the Palm-Up (PU). One 
particularity about PU is that, unlike content-oriented gestures, PU is “interactional in nature” 
(Cooperrider et al. 2018, p. 5). The current focus is on how PU participates in the management 
of signed interaction, and how its uses compare to those used in spoken interaction. Previous 
work has shown that PU’s interactive functions include – but are not limited to – regulating 
turn-taking, marking new or shared information, acknowledging and eliciting shared 
understanding through feedback. Yet, these interactional components in gesture and sign 
language conversation remain understudied. The objectives are: (i) to study PU frequency; (ii) 
to investigate its interactive functions and (iii) to examine if specific gaze directions (e.g. 
addressed or floating) co-occur with some PUs and/or functions. Annotation and analysis of 
approximately 3 hours of video-recorded material were conducted. The data are drawn from 
(1) The CorpAGEst Corpus with 4 speakers (≥ 75 y. old) recorded in semi-directed interviews 
at their home; (2) The LSFB Corpus including dyadic conversations of 2 pairs of signers (≥ 66 
y. old) recorded in the university lab; and (3) The FRAPé Corpus composed of 2 pairs of 
speakers (≥ 66 y. old) collected in the university lab as well. Comparing data from (2) and (3) 
allowed conducting the first multimodal cross-linguistic study between LSFB and BF. One 
strength in this approach is that such comparison implies two facets: “commonalities of 
gesture and sign resulting from a shared medium of expression”, on the one hand, and 
“commonalities resulting from language use within and across language communities”, on the 
other (Müller 2018, p.15). Preliminary results suggest that PU is extremely multifunctional in 
nature, which echoes McKee and Wallingford’s previous study (2011). We found that all 
participants use PU to manage interaction, but they do it for different communicative purposes. 
While some interactive functions overlap, signers use PUs especially to regulate their turn-
taking system and to provide feedback. Speakers, however, use it for marking new or shared 
information. In line with other researchers (Müller 2018), this study shows how putting gesture 
and sign on common ground favors commonalities between them, and how examining an 
interactive gesture in a signed and spoken language reinforces the argument for gesture as 
part of linguistic activities, and as to what it means for spoken and signed languages to be 
gestural languages. 
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Previous studies have found that tone pitch contours (pitch gestures) improve English 
speakers’ ability to acquire Mandarin lexical tones (Morett & Chang, 2015), and that the 
articulation of Mandarin tone 3 sandhi demands more phonological encoding (Zhang, Xia, & 
Peng, 2015). However, there is a knowledge gap between the visual integration of pitch 
contours and auditory modalities, and what effect it would have on the perception of Mandarin 
tone sandhi. 

This study focuses on how visual perception of tone contours would affect the audio perception 
of Mandarin tone 3 sandhi. In Mandarin Chinese, Tone 3 Sandhi (also called Third-Tone 
Sandhi) occurs when there are two consecutive Tone 3 syllables (i.e. both underlyingly “T3T3”), 
the first Tone 3 syllable would be pronounced as Tone 2 or Tone 2-like (i.e. surface 
representation of “T2T3”) (Duanmu, 2007). In this study, native Mandarin speakers are 
recruited to perform an audio-visual matching task of Mandarin tone contours. They are asked 
to judge whether the visual representation of tone contours displayed on screen matches the 
auditory presentation of the word. The audio stimuli consist of 90 two-character words selected 
from Cai and Brysbaert’s (2010) SUBTLEX-CH: Chinese Word and Character Frequencies 
Based on Film Subtitles. Among these the list of words, 30 is allocated in the sandhi case (i.e. 
underlyingly “T3T3” words) , 30 with non-sandhi case (i.e. “T2T3” on both the underlying and 
surface representation), and 30 words as the controlled condition (i.e. words in “T1T3” or 
“T4T3”). The tone contours displayed are either congruent or incongruent with the tone sandhi 
cases. Currently, two experiments are conducted, with the first experiment with instructions 
focused on words and the second experiment with instructions focused on phonetics, other 
aspects of the experiments were kept constant.  

The pattern of results are amost identical irrespective of the change in instructions, and the 
combined results based on 57 participants are as follow: In terms of response accuracy, the 
average accuracy for the sandhi condition with the surface representation of tone contour 
displayed (21.81%) is significantly lower than the sandhi condition with the underlying 
representation of tone contour displayed (63.80%), whereas all non-sandhi cases and 
controlled conditions have over 90% of accuracy. The lower accuracy in tonal matching in the 
sandhi case shows that Mandarin speakers are more inclined to match the audio with the 
visual contours based on the underlying representation of the tones.This could be due to the 
lexical awareness of the conflicting underlying representation of tone sandhi reducing the 
accuracy in audio perception of its surface representation, at least in parts. This finding could 
shed light on the effect of multimodal integration on tone sandhi perception. 
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The phenomenon of acquiring a second modality in the context of second language acquisition 
is one that is severely understudied. Yet, the implications of studying the impact of second 
modality second language (M2L2) acquisition could be wide ranging. For example, very few 
studies have been conducted to explore what specific pedagogical needs related to M2L2 
acquisition should be considered in sign language instruction. The study of M2 acquisition 
adds not only to the field of L2 acquisition but also to traditional theoretical fields in linguistics 
such as semantics and phonology. Results from recent M2L2 acquisition studies have 
revealed new information about the role of working memory in language acquisition, some of 
which are discussed in this presentation. These findings are of interest not only from a 
cognitive standpoint but also in terms of modeling how language is produced, in other words, 
depicting how an utterance gets from the lexicon to its surface form. Several questions arise 
concerning the study of M2L2 acquisition. For example, is learning a second modality during 
L2 acquisition more challenging than learning a second language with the same modality that 
one is accustomed to? Does M2 acquisition impact the speed with which a second language 
is acquired? Since determining when or even if a second language can be deemed “acquired” 
is problematic, a more appropriate question might be how does learning a second modality 
affect proficiency in a second language? What practical implications does learning a second 
modality during second language acquisition have for the instruction of signed languages? In 
other words, what pedagogical factors should be considered, and what measures might need 
to be implemented to account for any challenges associated with sign language instruction? 
This presentation serves both as an overview of some of the recent M2L2 acquisition research 
studies and a call for continued research in this area, particularly with regard to how M2L2 
acquisition might be better accounted for in pedagogical contexts. Future studies in M2L2 
acquisition research should seek to understand the challenges that both learners and 
instructors face in the teaching of sign languages, with consideration given specifically to 
modality. Understanding the practical needs of both learners and instructors from a 
pedagogical standpoint will help to properly set expectations and perhaps reduce 
misunderstanding in the L2 acquisition process. Furthermore, examining modality provides 
second language acquisition (SLA) researchers with another benchmark they can use to 
evaluate, compare and contextualize their findings. As such, the field of second language 
acquisition research will only benefit from and expand as a result of these types of studies. 
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This abstract concerns the annotation and analysis of dialogue acts in a naturally occurring 
corpus of first encounters. Dialogue acts describe the functional actions that utterances have 
in conversations, and they are essential for understanding the dynamics and semantics of 
dialogues. Many dialogue acts classifications have been proposed, e.g. HCRC MapTask, 
Verbmobil, and DAMSL, and they have been combined in a standard, the ISO 24617 (Bunt et 
al. 2010, 2017). 

We describe the annotation process and provide a first analysis of the dialogue acts identified 
in the corpus. Differing from many corpora annotated with dialogue acts, our corpus is not 
task-oriented, and therefore we had to add a few labels to cover specific aspects of the 
encounters.   

The annotated corpus comprises 12 video-recorded Danish dyadic conversations between six 
male and six female participants who meet each other for the first time. The corpus is about 
one hour long and was collected and annotated at the University of Copenhagen in the Nordic 
project NOMCO (Paggio and Navarretta 2017). The annotations comprise the transcriptions 
of the conversations, annotations of the form and functions of head movements, facial 
expressions, and body postures, and their relation to speech.  Recently, we have annotated 
dialogue acts. 

The dialogue act specifications originate from the ISO 24617-8. First a coder annotated the 
dialogue acts in one conversation. The annotations were then checked by two other coders. 
Disagreements and problematic cases were discussed, and an agreed upon version was 
produced. Additional dialogue act labels were added if an appropriate label was not found in 
the ISO specifications. Based on the common understanding of the dialogue labels achieved 
through discussions of the first trial conversation, all the remaining dialogues were annotated. 
Currently, all the annotations are being checked, therefore the following analysis addresses 
the first annotation version. In the symposium presentation, a complete analysis referring to 
the checked data will be provided. 

3285 dialogue acts were annotated falling under 31 dialogue act types. Figure 1 shows the 
most frequently used dialogue act labels, i.e. the labels that occurred at least 10 times in the 
corpus. 

The most frequent dialogue act is INFORM, followed by ALLOFEEDBACKGIVE, INFORM-
ANSWER, AGREEMENT, and CONFIRM. This reflects the conversation type, in which the 
participants introduce themselves and exchange a lot of information about themselves in a 
short time. The frequency figures also indicate that many common dialogue acts are feedback-
related. Also this reflects the conversation type and the physical settings in which the 
participants stand in front of each other, are kind and show constant interest for what their 
interlocutor says. 

At present, we are analyzing the dialogue acts in relation to the functions of the gestures which 
co-occur with them. This analysis will also be presented at the symposium.   
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In the current proposed talk we introduce applications of established methods in time series- 
and network analyses which we jointly apply for the kinematic study of gesture ensembles. 
We define a gesture ensemble as the set of gestures that are produced in a narrative by a 
single person or a group of persons. Here we are interested in how gestures kinematically 
relate to one another. We employ a bivariate time-series analyses called Dynamic Time 
Warping (DTW) to assess how similar gestures are to other gestures in the ensemble in terms 
of their velocity profiles (as well as studying multivariate cases with gesture velocity and 
speech amplitude envelope profiles). By relating each gesture event with all other gesture 
events produced in the ensemble, we obtain a weighted matrix that essentially contains a 
network of similarity relationships. We can therefore apply network analyses, which can gauge 
for example how diverse or coherent certain gestures are with respect to the gesture 
ensemble. Our exploratory analyses with two motion-tracking datasets show that iconic 
gestures tend to occupy less central positions in the gesture ensemble network. We also 
obtain that gestures change their position in the network as a function of the novelty of co-
occurrent speech. Additionally, we introduce multivariate gesture-speech networks as well 
provide a method to study how gesture kinematics might change as a function of the language 
spoken. We think these analyses promise to be of great value for multimodal studies of 
language, as we can come to understand how low-level gesture features (kinematics of 
gesture) relate to the higher-order organizational structures present at the level of discourse. 
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Conversations often seem fluent and effortless, though on closer inspection interlocutors are 
continuously resolving various communicative challenges. An example is talking about 
abstract ideas or unfamiliar objects which do not have specific labels. Repetition of lexical 
items plays an important role in this kind of collaborative referring (Brennan & Clark, 1996). 
Gestures too can be a powerful interactional resource, as they allow for iconic mappings and 
can convey meaning beyond what is expressed in speech. Like words, gestures can be 
repeated, and such repetition has also been shown to aid collaborative referring (Holler & 
Wilkin, 2011). A key open question is the relation between alignment in these two modalities, 
which remains understudied (Oben & Brône, 2016). Does alignment at one level co-occur with 
or even lead to alignment at the other, or do they operate more independently?    

To investigate patterns of multimodal alignment, we used a director-matcher task, in which 
dyads communicate about unfamiliar 3D objects in 6 consecutive rounds. This yielded a 
corpus of roughly 7 hours of audio-video recordings (20 dyads, M = 21 min. per dyad), for 
which speech is transcribed and co-speech gestures annotated. Before and after this 
interactive task, participants individually labelled each object (in 1-3 words) for their partner. 
Using pretrained word2vec word embeddings (based on the NLPL Dutch CoNLL17 corpus), 
we quantified the semantic similarity of these descriptions, yielding a simple measure of 
relative convergence in naming practices.   

We found that over the course of the interaction, participants establish dyad-specific 
conceptualizations of the objects. Analyses of the naming task data show convergence in 
naming practices: there was a significant increase in the semantic similarity of descriptions, 
when comparing pre-interaction naming (M = 0.49, SD = 0.16) with post-interaction naming 
(M = 0.69, SD = 0.21); t(157) = -9.24, p < .001 (one-tailed). In contrast, dyads of participants 
who did not interact with each other did not show similar post-interaction convergence.   
     

Preliminary analyses of a subset of the interactional data reveal extensive use of iconic 
gestures (N= 561 for 8 dyads). We found that interlocutors often depict the same subparts of 
the objects; 66.5% of the gestures were preceded or followed by the partner gesturing about 
the same referent. Within this set of ‘referentially aligned’ gestures we investigate the degree 
of gestural alignment by scoring overlap in handedness, position, handshape, orientation and 
movement. Further analyses focus on the relationship between lexical and gestural alignment 
in the interaction, and how such behavioural alignment relates to semantic convergence in the 
naming task. By investigating alignment from a within- as well as cross-modal perspective, we 
shed new light on interlocutor’s expressive resources to reach mutual understanding. 
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This study describes the interrelationship of multiple modalities and contingent interactions 
during literacy events in second and third grade classrooms for second language learners. 
The question of how teachers corporeally-materialize, develop, and sustain joint-attention, 
shared-intentionality, and intersubjective levels of meaning-making with their students was 
analyzed, and is a needed topic in second language educational-based research (Early, 
Kendrick, & Potts, 2015). We address how co-coordinated attention, intentionality, and 
intersubjectivity created meaning for second language learners (i.e., in contrast to morpho-
lexico-syntactic language systems). Such co-construction is supported by Vygotsky’s (1978, 
1987) cultural-historical theory, where meaning-making is created on a shared social plane, 
more readily understood through the dialectical perspective of how the collective and 
individual experience are always united. Such dialectics include communication and discourse 
as an experience always performed through whole-body sense-making (Thibault, 2011).  
Using dialectical unities and a cultural-historical lens, we describe how participants created 
extended meanings through acts and enactments that were afforded space through contingent 
engagement. We define interactional contingency as the “unpredictability of sequence and 
outcome,” shared between communicating participants, leading to engagement and learning 
(van Lier, 1996, p. 169). 

Data is based on multiple classrooms of second and third grade children learning English and 
Spanish in English as a Second Language Classrooms, and Dual Language Immersion 
classrooms. Three cameras allowed for coverage of the confluence of multimodal texts in 
communication, included co-speech gesture, gesture itself, prosodics, facial expressions, the 
teacher’s act of drawing, drawings themselves, and handling of classroom objects. Coding 
and transcripts are based on McNeill (1992) with regard to types of gesture, but discourse 
analysis includes descriptions of the interface between speech-bodily-object use in 
communication as “ensembles” of meaning. Specifically, “ensembles” identified and described 
in the data include how coacting agents created and engaged with multimodal texts as 
distributed meaning-making acts.  

Analysis revealed how participants and their multimodal ensembles (merged timescales), 
created new meanings and sense-making in the targeted second language. Some results 
demonstrated how the multiple modalities consolidated to provide a strong foundational 
meaning from which further discourse could emerge. However, some activities and discourse 
limited the students’ abilities to participate and engage in the task. 
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In deciding what social actions are being produced during a conversation, conversation 
analysts tend to adopt an emic perspective (a participants’ perspective, see Pike, 1967), and, 
thus, have developed a procedure that has been called the “next-turn proof procedure” (Sacks 
et al. 1974). The claim is that the interactional nature of conversation provides an obligation 
among participants in an interaction to display to each other their understanding of the 
previous conversational turn and if no correction occurs, then the assumption should be that 
B has correctly understood A, and therefore that A’s turn was aimed at eliciting the kind of 
response that B produced. This procedure has been labeled the “central methodological 
resource for the investigation of conversation” (Sacks et al. 1974: 728). 

Erving Goffman famously rejected the idea that this proof procedure would be sufficient to 
account for the interpretation of social action in social interaction by noting that: “an account 
of second utterances in terms of their contingency on a first leaves unexplained how there 
could be any firsts; after all, from where could they draw their design? Conversation could 
never begin” (1983: 50). Yet in his criticism he stopped short of any empirical investigation on 
the matter of calibration of an individual’s first action and the origin of those designs.  

Moreover, apart from recent efforts in institutional settings (Gonzales, Pekarek-Doheler & 
Wagner, 2018) most research on ordinary interactions in ordinary settings has neglected 
investigating how communications between individuals might change through time because 
of the development of shared knowledge and the establishment of clear epistemic boundaries 
via repeated interactions with each other.  Most importantly, by focusing on the “next-turn 
proof procedure”, we have mostly lost track of what leads people to select specific first turn 
designs (though see e.g. Curl & Drew, 2008 for an example of research on the design of first 
pair parts). How do we calibrate our first actions given what we know about others, the social 
situation we are in, our communicative abilities and given our cognitive abilities? 

This paper utilizes both observational and experimental data to present preliminary findings 
on how human and non-human primates calibrate requests for actions and for objects, to what 
degree communicative practices change through development and what affects such change. 
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This paper presents a study of the use of evaluation as a persuasive strategy in product 
pitches. Product pitches are oral presentations characterized by a strong persuasive 
component in their communicative goal, since their main function is to convince an audience 
of the validity of a product or service, often by presenting it as the best solution to a problem 
(Allison et al. 2017; Daly and Davy 2016; Davies et al. 2017; Rackham 1998; Woods et al. 
2014). In order to build a persuasive pitch speakers resort to different strategies, among which 
we can find evaluation. From a multimodal perspective, evaluation is interesting because it is 
frequently realised through an orchestration of different semiotic modes (Kress 2003; Valeiras-
Jurado & Ruiz-Madrid 2015; Valeiras-Jurado in press). 

This study combines Multimodal Discourse Analysis (MDA) and ethnographic methods to 
elucidate how speakers in product pitches use evaluation as a multimodal persuasive strategy. 
In particular, the focus lies on words, intonation (Brazil 1997) and gestures (Kendon 2004) as 
modes and on how they are used in combination to convey a persuasive evaluation of a 
product. 

Results show that some deictic gestures can acquire an evaluative function when used within 
a skilfully orchestrated multimodal ensemble. This multimodal evaluation can in turn become 
persuasive if speakers subtly prompt their audience to share it. 

A better understanding of how evaluation can be conveyed persuasively to an audience can 
greatly improve our knowledge of product pitches as an oral, multimodal genre. In addition, it 
can help practitioners improve their performance as they use this genre in their everyday 
tasks. 
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We present the development, implementation and application of the PAT annotation model, 
which describes instructional documents that consist of pictures and text (PAT). In document 
design research (Schriver, 1997) the combination of pictures and text has been noted but not 
so much investigated in terms of function and content. Although useful starting points have 
been provided (Bateman, 2014), we are unaware of a standard methodology to describe and 
evaluate picture-text relations. This leaves document designers without specific guidelines, 
while readers and users may experience difficulties in effectively processing multimodal 
content due to mismatches with their expectations and cognitive capacities.  

Development: As the possibilities to describe multimodal documents are infinite, we advocate 
conducting corpus studies and reader/user studies in tandem to determine the relevance of 
annotation categories and their values. Based on preliminary analyses of a corpus with first-
aid instructions (currently 297), we conducted multiple reader and user studies to investigate 
the effectiveness of particular design features. With the results of these studies we developed 
and fine-tuned the specification of 51 types of functional and content relations between textual 
elements and between text and pictures.  

Implementation: Our corpus annotation is supported by  the PAT Workbench, a custom-made 
online tool that provides a flexible environment to systematically investigate multimodal 
designs by facilitating storage, annotation, retrieval and evaluation of documents (See, 
Figures 1, 2 and 3 and https://cosmo.service.rug.nl/patworkbench/login/). The workbench 
includes ‘smart’ OCR for uploaded documents, user-defined specification of annotation 
categories, and a tool for creating gold standard annotations based on multiple annotations.  

Application: As a worked example, we will present the results of a comparative study that 
involved the application of the PAT annotation model to a subcorpus of 46 first-aid instructions 
from two editions of Het Oranje Kruis Boekje 2011 and 2016. Het Oranje Kruis is a Dutch 
organisation that provides learning materials for first-aid certification trainings. A comparison 
of multimodal instructions (117 pictures and 9416 words in total) for 23 tasks in both editions 
of Het Oranje Kruis Boekje allows us to conclude that the two editions are similar in terms of 
the visualised actions, but differ in terms of: text content (preambles, alternative actions, 
control information); the type of shot used in the pictures (close-up/medium shot versus long 
shot); and text-picture relations in terms of layout (alignment versus proximity).   

Future work: The PAT project (http://www.rug.nl/let/pat) will deliver theoretical results in terms 
of empirically validated models for effective multimodal presentations and authoring guidelines 
for multimodal documents. Future work will include more comprehensive textual analysis and 
finer-grained analysis of the pictorial materials, coverage of a greater number and a wider 
variety of instructions, (semi-)automatic annotation, more empirical evaluation, and (semi-
)automatic generation of potentially effective text-picture combinations for multimodal 
instructions. 
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Figures: 

 

Figure 1: Screenshot of description of Paragraph Types in the PAT workbench. 
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Figure 2: Screenshot of corpus documents in the PAT workbench. 

 

 

Figure 3:Screenshot of document annotation in the PAT workbench. 
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Objectives: Two theories exist for the hemispheric lateralization of emotions H1: Differential 
hemispheric specialization for positive and negative emotions only in the right hemisphere; 
H2: Differential hemispheric specialization for positive emotions in the left hemisphere and 
negative emotions in the right hemisphere for right-handers and vice versa for left-handers 
(Hartje, 2001; Casasanto, & Jasmin, 2010; Reuter-Lorenz et al., 1983; Ley & Bryden, 1979). 
Previous research revealed that hand movements and gestures are differently expressed with 
regard to emotional processes (Lausberg et al, 2010). The hemispheric specialization for 
certain movement types are associated with certain emotional processes (Lausberg, 2013), 
thus we hypothesize that emotional hand movement behavior is associated to hemispherically 
specialized functions.  

Design: Ten healthy right-handed individuals were examined (M=23.60±3.03 years; male: 2, 
female: 8). The German version of the Positive and Negative Affect Schedule (PANAS) was 
used to record the current emotional state. Ten images of emotional sports scenes were 
presented tachostoscopically to each subject (five negative / five positive stimuli per right and 
left field of view). Individuals were asked to indicate the emotion expressed by the sport scene 
and described the images to a third person. The NEUROGES Coding System was used for 
the analysis of the hand movements. The frequency of hand movements and the structure of 
hand movements were examined.  

Results: There was a significant difference between the hand movement Structure 
(F(4,36)=23,219 p<0,001). When examined the hypotheses, no significant influence of the two 
factors visual field of vision and emotions could be demonstrated. A minimal but not significant 
higher frequency of the left hand movement structure phasic could be detected.  

Discussion: Minimal higher frequency of left hand structure phasic for all positive and negative 
images indicate H1, i.e., emotions is right hemispherically processed. These findings are in 
line with the fact that left hand movements are controlled by the right hemisphere and that 
information generated in the left hemisphere are transferred via corpus callosum to the right 
hemisphere. The generation of left hand movements is associated with emotional processes 
that are lateralized in the right hemisphere.  

Conclusion: The data could maybe support the hypothesis of differential hemispheric 
specialization for positive and negative emotion only in the right hemisphere. Besides there 
could be an influence on emotions through increased hand movement structure phasic or 
increased left hand movements.  
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